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A crucial requirement of a system that is supposed to self-extend based on
self-understanding is the ability to detect gaps in its knowledge. Once these
gaps are detected, it can plan what actions to perform to fill these gaps,
and after the required information is obtained, it can extend its current
knowledge accordingly. This deliverable addresses the problem of detection
of knowledge gaps in categorical knowledge. We present a formal model for
detection of knowledge gaps, define its requirements and show how it can
be applied in different learning domains. We also address the problem of
assessing the uncertainty and predictability of specific action consequences
in the active affordance learning scenario, which is highly related to the
detection of gaps in knowledge.
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Executive Summary

Workpackage 5 addresses the problem of active continuous learning of cross-
modal concepts. Active learning requires that the system identifies learning
opportunities. This in turn requires that it must be able to represent and
identify gaps in its categorical knowledge, which may indicate good learning
opportunities. In this deliverable we focus on this problem. We first try
to identify several types of knowledge gaps that arose in a scenario where
the robot is acquiring categorical knowledge in an interaction with a tutor.
We then formalise our approach and derive the method for knowledge gap
detection. We also specify the requirements of our method and show how it
can be used in various learning domains.

The active learning paradigm plays an even more important role in the
case of learning object affordances and action effects. In this case, the
robot interacts directly with objects in its environment and can plan further
actions based on previous observations and detected uncertainty. Therefore,
we also address the problem of knowledge gap detection in such situations.

Identification of incompleteness in knowledge is an integral part of the in-
teractive continuous learning process, which also includes perception, learn-
ing, planning, and interaction. In general, it is very difficult to address these
problems in isolation, since they are very intertwined and inter-dependent.
Therefore, many of the principles presented in this deliverable are (or can
be) used in the methods presented in some other deliverables and, vice
versa, some of the approaches presented in those works are very related to
the approaches presented here. These related deliverables include (at least):
DR.5.1 Continuous learning of basic visual concepts, DR.5.2 Continuous
learning of cross-modal concepts, DR.1.2 Unifying representations of beliefs
about beliefs and knowledge producing actions, and DR.2.3 Representations
of gaps in knowledge about objects.

The detection of knowledge gaps (and acting accordingly in order to
fill these gaps) is an essential part of the project and WP5, therefore this
problem has often been addressed in our work. The work has been mainly
performed as envisioned in the workplan. We will continue our work on
this problem in the future as well, building on the work we present in this
deliverable.

Role of Representations of gaps in categorical knowl-
edge in CogX

The main research topic, which is addressed in this deliverable, is the de-
tection of gaps in categorical knowledge. The robot first has to understand

what it does and does not know and then has to plan and perform actions
that provide information to fill this gap. This research topic is therefore in
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the very core of the project whose main goal is to produce a system that is
able to self-understand to be able to self-extend.

Contribution to the CogX scenarios and prototypes

Detection of gaps in categorical knowledge is one of the most important
features we want to demonstrate in the George scenario (Interactive cross-
modal learning scenario) [19, 21]. The formal method for identification of
knowledge gaps presented in this paper is therefore integrated in the George
system and is used for driving the system behaviour. The George system
is capable of mixed initiative dialogue with the main goal of learning about
objects and object properties. The detected knowledge gaps serve as a main
motivation for the robot to take the initiative and ask the tutor for help.

Representing uncertainty and predictability in action effects are impor-
tant aspects in the Dexter scenario. Skills in manipulation are to be repre-
sented by using qualitative models that can be used to assess these aspects.
Models of object behaviour and motoric proprioception are combined within
a cross-modal setting where this sensorimotor loop is key for the acquisition
of skills and prediction abilities of a robot.
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1 Tasks, objectives, results

1.1 Planned work

This deliverable mainly tackles the problems addressed in Task 5.5 of Work-
package 5:

Task 5.5: Representations of gaps in categorical knowledge. In-
vestigate how a system can exhibit a certain level of self-understanding
and self-criticism to detect the gaps in its knowledge and how

to represent these beliefs about beliefs of cross-modal categorical
knowledge.

This task will be active throughout the entire duration of the project.
This deliverable presents the work on this topic performed in the first two
years of the project.

Our main objective was to specify the types of knowledge gaps we are
facing and to define a methodology for their identification that could be
used in the system we have been developing. The main research topic in
WP5 has been interactive continuous learning of cross-modal concepts, with
the focus on developing methods and mechanisms for learning in interaction
with a tutor. Therefore we planned to develop a knowledge gap detection
mechanism for such kinds of learning of categorical knowledge. However,
the mechanism was supposed to be general enough to tackle this task in the
case of affordance learning and related problems.

We also planned to study the problem of affordance learning from the
point of view of analysis of dynamical systems by using probabilistic meth-
ods. Specifically, we planned to use the CrySSMEx algorithm[7], which
applies an information-theoretic based method as a measure of uncertainty
in the causal relationships that are produced through the evolution of the
dynamical system. This method would be useful in the future to identify
situations of uncertainty and predictability for specific actions. Moreover,
the probabilistic models that are obtained from data sequences are basically
stochastic automata that can infer a discretization of the sensorimotor spaces
and the probabilistic transitions between the discrete states. In this way,
these graphical models might be useful for knowledge gap representations
by using information-theoretic strategies.

1.2 Actual work performed

In this section we briefly describe the main achievements related to the
topic of this deliverable. For detailed descriptions of the work performed
the reader is referred to the papers attached in the annex of this deliverable.
Furthermore, since the detection of knowledge gaps is an integral part of
an active learning approach, different aspects of the problem addressed in
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this deliverable are also present in several other deliverables and published
papers [9, 20, 18, 19, 22, 21, 14]. Here we only present the work that focuses
on the problem of knowledge gap detection.

The main contribution in this deliverable is the technical report about
the principles of the detection of gaps in the categorical knowledge (An-
nex 2.1 [10]). We will describe how we detect the knowledge gaps, how we
represent them and how we plan to fill them. First we describe these con-
cepts conceptually, then we define them formally and finally, we show how
these concepts can be used in different learning domains.

We divide knowledge gap detection into two groups based on the time,
space and motivation for detecting the gap; either the lack of knowledge
is related to a particular situation or not. In the first case, the lack of
knowledge is situational; it is related to a particular situation or a particular
task the robot has to perform, however due to the lack of knowledge, it
fails. Here, this process can be triggered by a human (or a task given by the
human), or the robot can be self-motivated to explore the current situation
to learn something new. For instance, the robot fails to recognise an object in
the scene; this indicates that the robot has not yet learned a representation
of that particular object, or that the learned representation is not reliable
enough, which indicates the incompleteness of the robot’s knowledge about
the object.

As well as that, knowledge gap detection might not be related to any
currently perceived information; it can be achieved by introspection- In this
case the robot is self-motivated to find the gaps by exploring its knowledge,
either by trying to classify hallucinated samples (obtained by sampling the
feature space), or by analysing the model. The robot therefore tries to find
the problematic parts of its models without referring to the current sensorial
input. It can find, for instance, that the models of colours red and orange
are ambiguous, only by observing the learned representations.

We also identify three types of knowledge gaps in categorical knowledge:
‘no model’, where the system detects that it does not have a model of a
particular object, 'weak model’, where the model of a particular concept has
been learnt, however it is not capable of reliable classification, and ’ambigu-
ous models’, where the learned models tend to produce ambiguous results.
We discuss these three types of gaps and describe when and how they can
be detected.

We derive a formal model for detecting the knowledge gaps. This model
refers to situational types of knowledge gaps; given an observation, the sys-
tem tries to classify this sample in one of the previously learned classes and
then to estimate if it was able to reliably classify the observation or it failed
to do that due to a gap in its knowledge. Our approach does not make the
closed world assumption; at every step the system also takes into account
the probability that it has encountered a concept that has not been observed
before. The approach first estimates a posteriori probability of classification
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of the observed sample into one of the previously learned classes, or in the
“unknown” class, that models possible new (previously not encountered)
classes. By analysing this a posteriori probability, we are able to measure
the ambiguity of the decision and relate this to knowledge gaps. We also de-
fine the requirements for models that can be used in the proposed knowledge
gaps detection framework. We then present an example of a probabilistic
model suitable for our framework and show how a non-probabilistic class
model can be converted into a suitable probabilistic model. We also show
the applicability of the proposed approach in different learning domains.
We present the experimental results that demonstrate that the effective
knowledge gap detection mechanism can lead to an efficient active learning
strategy, which speeds up the learning process.

The second paper, which is attached in Annex 2.2 [15], addresses the
problem of detection of knowledge gaps in the case of learning object affor-
dances. When a robot interacts with the environment producing changes
through its own actions, it should find opportunities for learning and up-
dating its own models of the environment. To do this efficiently, it first has
to detect gaps in its knowledge and then plan the actions that would fill
these gaps. We present a method on automatic entropy-based construction
of probabilistic automata based on the CrySSMEx algorithm, which might
be useful for these tasks. These probabilistic automata can be used as a pre-
diction tool, as a means to assess the uncertainty or predictability of specific
action consequences and thus to estimate the gaps in the current knowledge.
As such, they can serve as a useful tool in the active learning process. In
general, the CrySSMEx method only finishes when it converges to a deter-
ministic automaton, but intermediate results can also be gathered. In the
process of searching convergence, conditional entropy and a quantisation
method are used to find discrete representations of the inherent dynamical
system in the form of states and stochastic transitions in the automaton.

The paper shows preliminary experiments in the induction of probabilis-
tic automata from data sequences obtained from pushing experiments with
objects in simulation. The data sequences comprise motor command vectors,
as well as finger effector and object poses. The algorithm finds deterministic
automata after convergence. Thus, the models induce complete predictabil-
ity of object behaviour, given the features obtained from a simulator and a
finite number of actions, which is an expected result.
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1.3 Relation to the state-of-the-art

In this section we discuss how our work is related to, and goes beyond the
current state-of-the-art.

Detection of knowledge gaps in categorical knowledge is in the literature
usually studied in the context of active learning. The approaches to active
learning of categorical knowledge focus on estimating classifiers using min-
imal amount of data. They are motivated by the fact that there are many
situations in which large quantities of unlabelled data are relatively easily
obtained, however, the cost of labelling each sample can be high. Depending
on how the data is accessed, we can divide the approaches to active learn-
ing into two major groups: (i) pool-based approaches to learning, and (ii)
learning from a streaming data.

In pool-based learning, all data is available in advance, a selection pro-
cedure determines the learning points, queries an oracle for labels of these
points, and uses these points to construct a classifier. Here, an important
issue is which data-points to chose for querying. A plethora of papers have
been published on this topic proposing numerous approaches [3, 17, 16, 13,
1, 23, 12, 5, 2, 8] using different kinds of classifiers and committees of clas-
sifiers, as well as probabilistic rules for selecting the next best sample for
querying.

In the stream-based learning, the data comes sequentially, and possi-
bly indefinitely. Here the challenge is to constantly adapt the classifier to
the possibly changing properties of the data and identify in the observed
sequence the potentially informative data-points for querying the oracle.
Although the samples are introduces sequentially, most of the learning al-
gorithms for streaming data process the data in small batches [24, 4, 6].

For situations in which a tutor is sequentially presenting objects to the
robot, the pool-based approaches are not applicable, since they assume that
the agent would have access to all observed objects. In that respect, the
traditional streaming-data-based active learning approaches are also not ap-
plicable, since they assume a batch of data-points to be available for con-
structing the classifier. In real-life situations, it is desirable that the robot
detects good candidates for querying on the fly and updates its classifiers ac-
cordingly, while posing minimal number of questions to the tutor. These are
the requirements that we have set to our system and the approach presented
in this deliverable meets these requirements.

Active selection of samples is even more important in robotics systems
that learn object affordances or action effects by directly interacting with
objects. In this scenarios usually a huge amount of training data is required,
therefore it is very expensive to use passive strategies for acquiring knowl-
edge only. In recent years, there has been an increasing interest in finding
proper methods for active data sampling [11].

The use of probabilistic methods like Hidden-Markov Models or Gaus-
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sian Mixture Models for prediction in dynamical settings has increased re-
cently. In our case, we chose the CrySSMEx algorithm because it has been
used specifically for the analysis of some types of dynamical systems. The
algorithm infers probabilistic automata similar to Markov models. Further-
more, it implements interesting features useful for representations of knowl-
edge gaps and planning. For instance, a quantization method for finding
discretization of states and an information-theoretic method to represent
uncertainty between state transitions. Additionally, minimization strategies
are also incorporated in the algorithm that compress the models even more.
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2 Annexes

2.1 Kiristan, Skocaj and Leonardis “Principles of discovering
gaps in categorical knowledge”

Bibliography D. Skocaj, M. Kristan and A. Leonardis: “Principles of
discovering gaps in categorical knowledge”, TR-LUVSS-03/10, University
of Ljubljana, Faculty of Computer and Information Science, July 2010

Abstract In this work we address the problem of detecting gaps in knowl-
edge representations. We treat detection of knowledge gaps within a broader
context of an active learning paradigm. We describe how to detect knowl-
edge gaps, how to represent them, and how to fill them. We present a
taxonomy of types of knowledge gap detection by dividing it into two major
groups based on the time, space and motivation for detecting the gap. We
then further divide these groups based on how the knowledge gap detection is
triggered or performed. We also identify three main types of knowledge gaps
that we encounter when learning categorical knowledge. We then present
a general probabilistic model for detection of knowledge gaps and propose
methodology for measuring and discovering the various types of gaps. We
provide requirements of the probabilistic models and propose how a non-
probabilistic representation of knowledge can be implemented within our
probabilistic framework. We also show how to apply the proposed mecha-
nism for knowledge gap detection to different learning domains. We present
the experimental results that demonstrate that the effective knowledge gap
detection mechanism can lead to an efficient active learning strategy, which
speeds up the learning process.

Relation to WP Detection and representation of knowledge gaps is an
integral part of the interactive continuous learning process, which is the main
topic of research in WP5, in particular Task.5.5. Therefore the approach
presented in this paper plays an important role in the mechanisms we have
been developing in this workpackage.
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2.2 Roa and Kruijff “On the automatic Entropy-based con-
struction of Probabilistic Automata in a Learning Robotic
Scenario”

Bibliography S. Roa, and G.-J.M. Kruijff : “On the automatic Entropy-
based construction of Probabilistic Automata in a Learning Robotic Sce-
nario”, Robotics: Science and Systems 2010 Workshop: Towards Closing
the Loop: Active Learning for Robotics, Zaragoza, Spain, June 2010

Abstract When arobot interacts with the environment producing changes
through its own actions, it should find opportunities for learning and up-
dating its own models of the environment. A robot that is able to construct
discrete models of the underlying dynamical system which emerges from this
interaction can guide its own behavior and adapt it based on feedback from
the environment. Thus, the induction of probabilistic automata from this
sensorimotor loop might be useful for planning/learning tasks. These prob-
abilistic automata can be used as a prediction tool, as a means to assess the
uncertainty or predictability of specific action consequences and thus, as a
tool for an active learning method.

Relation to WP This work is related to Tasks 5.2 and 5.5. Task 5.2
is related to learning of cross-modal concepts, while Task 5.5 is related to
knowledge-gap representation, which is a crucial issue when dealing with ac-
tive sampling of robot actions. This work is also related to WP2, specifically
Task 2.10.
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Principles of discovering gaps in categorical knowledge
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Matej Kristan Danijel Skocaj Ales Leonardis
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Abstract

In this work we address the problem of detecting gaps in knowledge represen-
tations. We treat detection of knowledge gaps within a broader context of an active
learning paradigm. We describe how to detect knowledge gaps, how to represent them,
and how to fill them. We present a taxonomy of types of knowledge gap detection by
dividing it into two major groups based on the time, space and motivation for detect-
ing the gap. We then further divide these groups based on how the knowledge gap
detection is triggered or performed. We also identify three main types of knowledge
gaps that we encounter when learning categorical knowledge. We then present a gen-
eral probabilistic model for detection of knowledge gaps and propose methodology for
measuring and discovering the various types of gaps. We provide requirements of the
probabilistic models and propose how a non-probabilistic representation of knowledge
can be implemented within our probabilistic framework. We also show how to apply
the proposed mechanism for knowledge gap detection to different learning domains.
We present the experimental results that demonstrate that the effective knowledge gap
detection mechanism can lead to an efficient active learning strategy, which speeds up
the learning process.



1 Introduction

Cognitive systems are often characterised by their ability to learn, interact with the envi-
ronment and act autonomously. They are able to respond to the requests of human users
and other cognitive agents, and they are also able to take the initiative and engage in a
dialogue with a human or in interaction with the environment. Very importantly, they
are able to learn from such interactions; they are able to acquire novel knowledge and
update the previously learned conceptual models in an incremental manner. They can
passively receive the information they need in this incremental learning process. In this
case they simply rely on the environment, or on a human tutor, for being provided with
with appropriate information for efficient learning. Or they can take an active part in this
incremental learning process and try to infer what kind of information is needed to make
the learning more efficient. The latter learning approach is known as active learning.

Active learning requires that the system identifies learning opportunities. This in turn
requires that it must be able to detect gaps in its knowledge, which may indicate good
learning opportunities. Once these gaps are detected, it can plan what actions to perform
to fill these gaps, and after the required information is obtained, it can extend its current
knowledge accordingly. A crucial requirement of a system that is supposed to self-extend
is therefore a certain level of self-understanding enabling the detection of gaps in its
knowledge.

In this work we focus on this problem. We address the problem of knowledge gap
detection in the context of an active learning paradigm and propose a methodology that
tackles this problem. Since our research has been concentrated around interactive contin-
uous learning of conceptual knowledge in dialogue with a tutor, most of this document
has been written with this problem in mind. However, the proposed solutions are general
enough such that they can be applied to other learning domains as well.

The document is organised as follows. In Section 2 we first motivate our work and
present the problem of knowledge gap detection in the context of active learning and
present related work. In Section 3 we first identify several types of knowledge gap de-
tection and several types of knowledge gaps that arose in a scenario where the robot is
acquiring categorical knowledge in interaction with a tutor. We then formalise our ap-
proach and derive the method for knowledge gap detection in Section 4. We also specify
the requirements of our method and show how it can be used in various learning domains
in Section 5. In Section 6 we present experimental results and then conclude the paper in
In Section 7 with a discussion and conclusions.

2 Interactive learning

2.1 Active learning paradigm

First, we place the detection of knowledge gaps within the broader context of the ac-
tive learning paradigm. We envision one self-extension action (incremental update of the
current knowledge) comprising of four main steps:

1. Detection of knowledge gaps. The system should first self-understand, it should
understand what it does and what it does not know. It should detect using its internal
modal representations what information is missing.



2. Issuing a request. Based on the detected ignorance the learner should determine
(plan) what information is needed to fill the gap in the knowledge and issue a request
(a desire, a motive) to the overall system about what information it would like to
obtain (e.g., a view from the opposite side is needed, more similar objects are needed,
a push from another direction is needed, disambiguation between the concepts of
red and blue is needed, etc.). It will not, however, tell how this information should
be given. And it will also not represent externally its ignorance using its internal
representations.

3. Planning and execution of actions. The system should then plan the sequence
of actions that would lead to the state that would reveal information asked by the
particular modal learner. It would thus determine (plan) how and when to obtain
a particular piece of information (e.g., the robot would move to get a novel view-
point, or it would grasp and rotate the object, or it would ask a human to rotate the
object, or it would push the object, or it would initiate a dialogue with the tutor like:
”I would like to see the object from the opposite side.” - I would like to see more
similar objects.” - 71 would like the object to be pushed from another direction.”,
etc.) or requesting some clarification : ”Is this a red object?” - ”Is this a cube?” -
"I have detected a new object. What is it?”. ). This planning should be done by a
planner at a higher level of the system architecture and not within the modality.

4. Updating the current knowledge. After the action has been executed the modal
learner will gather novel information and use it for updating the current internal
representations.

Steps 1, 2, and 4 are modality-specific and also representation-specific and learner-
specific. They are highly dependent on the types of representations and learning methods
used. Step 3 is not modality specific, it operates with abstracted representations interfacing
other modalities as well. In this step it is decided whether to learn or not, and how to
provide the required information. It should deal with motivation for learning, it should
decide about the importance of learning, it should consider other tasks the system can
and should perform and the gains they can bring, as well as the costs that are needed,
and plan accordingly.

Each modality keeps its internal modal representation of the world and concepts that
are being learned. These internal representations have to enable detection of knowledge
gaps (Step 1) and determine what kind of information is needed to fill these gaps (Step 2).
Such next best view planning or next move planning, etc., has to be performed within
a single modality, using the internal modal representations (although some information
from other modalities could also be indirectly used). However, these modality-specific
representations cannot be used to represent the knowledge gap externally (since other
modalities know nothing about the particular representations used). The knowledge gap
is represented /described with a request for information, which would be required to fill
the gap. Therefore, the modality-specific learner should inform higher level processes, like
motivation and planning, what information is needed to extend the current knowledge
(e.g., the appearance of the object from the opposite side). These higher level processes
then have to decide whether the request will be approved and plan the sequence of actions
that would describe how and when the requested information will be provided (e.g., move
around the object or rotate the object). This interface between modality-specific learners
and the higher level processes should be carefully designed to enable situated dialogue for



socially guided learning - clarification, establishing transparency, verbalising knowledge
and knowledge gaps, verbalising actions that are to be undertaken to fill these gaps, to
enable scaffolding, etc.

The four self-extension steps mentioned above reflect the need for detecting the
gaps in knowledge and show how the active learning can be performed in a continuous
learning framework. In the rest of this document we will focus on Step 1, thus on principles
of detecting the gaps in the knowledge.

2.2 Related Work

The approaches to active learning focus on estimating classifiers using minimal amounts
of data. They are motivated by the fact that there are many situations in which large
quantities of unlabelled data can be relatively easily obtained, however, the cost of labelling
each data-point can be high. Depending on how the data is accessed, we can divide the
approaches to active learning into two major groups: (i) pool-based approaches to learning,
and (ii) learning from streaming data. In pool-based learning, all data is available in
advance, a selection procedure determines the learning points, queries an oracle for labels
of these points, and uses these points to construct a classifier. In stream-based learning,
the data comes sequentially, and possibly indefinitely. Here the challenge is to constantly
adapt the classifier to the possibly changing properties of the data and identify in the
observed sequence the potentially informative data-points for querying the oracle.

An important issue in pool-based active learning approaches is which data-points to
choose for querying. Cohn et al. [4] used a feed-forward neural network and suggested to
select samples in the areas of the feature space where the most specific and the most general
hypotheses disagree. Seung [16] proposed an approach which generates a number of viable
classifiers from the labelled data-set to measure which unlabelled data-point gets confused
most under these classifiers. The most confused point is then selected for the next query.
Schon et al. [15] used a Support Vector Machine (SVM) classifier and proposed to query
for samples that lie most closely to the decision hyperplane between the two classes. A
similar approach is applied by Nguyen et al. [14]. Campbell et al. [1] select the sample that
results in the maximal decrease of the margin between two classes. To better explore the
feature space, they precluster the data-points and use only the cluster centers for querying
candidates. Xu et. al [21] applied preclustering of the data to identify the clusters only
within the margin of the classifier. Again, only the centers of the clusters are used for
querying. McCallum et al. [13] combined an Expectation Maximization (EM) algorithm
with the Query-By-Committee algorithm. In their approach, labelled training samples are
used to construct a committee of classifiers and the query points are identified as those
points for which the committee’s variance of the classification is the greatest. Holub [6]
applied a committee of classifiers to calculate the expected amount of information gain for
each unlabelled data-point. The data-point that maximises this gain selected for querying.
Cebron et al. [2] determines the query points by a measure that combines the typicality
of the data-points with their uncertainty under the learnt classifier. The typicality is
measured via the estimated probability density function that is calculated from the pool
of data-points. The uncertainty of a particular data-point is evaluated by calculating the
Shannon entropy over the posterior distribution of classes for that data-point. Kapoor [8]
applied a Gaussian Process prior to derive a probabilistic rule for selecting the next best
sample for querying.

The learning algorithms for streaming data process the data in small batches. Some



researchers apply an ensemble of classifiers learnt from chunks of data to arrive at a
stronger classifier. Zhu et al. [22] divide the observed stream of data-points into chunks
and learn a classifier from each chunk. These classifiers are then combined in a weighted
ensemble of classifiers, by optimising the weights such that the classification variance of
the unlabelled data-points is minimised. From each new chunk of data, a random subset is
selected and labelled by the oracle. This subset is then used to initialise a new classifier and
used to identify additional points for labelling. Fan et al. [5] analyse chunks of data-stream
to determine whether a drift has occurred in the classes distribution. In case of detected
drift, data-points are randomly sampled for querying. Huang and Dong [7] also apply a
drift detection, and use a light-weight uncertainty sampling to determine the points for
querying.

For situations in which a tutor is sequentially presenting objects to the robot, the
pool-based approaches are not applicable, since they assume that the agent would have
access to all observed objects. In that respect, the traditional streaming-data-based active
learning approaches are also not applicable, since they assume a batch of data-points to be
available for constructing the classifier. In real-life situations, it is desirable that the robot
detects good candidates for querying on the fly and updates its classifiers accordingly,
while posing a minimal number of questions to the tutor.

3 Detection of knowledge gaps

3.1 Types of knowledge gap detection

Knowledge gaps can in general be divided into two groups based on the time, space and
motivation for detecting the gap; either the lack of knowledge is related to a particular
situation or not (see Fig. 1).
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Figure 1: Different types of knowledge gap detection.

In the first case, the lack of knowledge is situational; it is related to a particular situ-
ation or a particular task the robot has to perform, however due to the lack of knowledge,



it fails. Maybe it can’t answer a question, it can’t find a way, it cannot recognise an object,
it cannot find its way, it cannot perform an action it was requested to, it cannot predict
action effects, etc. The robot therefore tries to complete a certain task, however it is not
capable of doing that due to a gap in its knowledge. At this point, it should detect this
gap, represent it adequately, find out what information is needed to fill this gap and try
to obtain this information accordingly. It can try to perform some action itself (e.g., move
to a new position), or to ask for a help from a human (e.g., by asking a question).

In this case we can distinguish two sub-cases depending how the knowledge gap de-
tection is triggered. This process can be externally triggered; the robot is asked (by a
human or some other agent) to perform a task, but it fails (e.g., it can’t answer a question).
Or it is given an information, it cannot interpret. Or it tries to complete some task, but
it fails (it can’t move from one place to another as planned). The robot therefore faces a
problem during execution of a task that it can not solve due to a gap in its knowledge.
The other option is that the robot is self-motivated to look around (without being asked
to do so) and is intentionally looking for situations (places, objects, actions) that it can
not interpret successfully due to gaps in its knowledge. In both cases the gap is detected
based on a particular situation the robot is engaged in.

The externally-triggered knowledge gap detection can be further decomposed. As men-
tioned above, in this type of knowledge gap detection the robot can receive the information
from a human tutor. Based on the type of information it receives we can distinguish two
cases. If the robot can resolve the received information (Unambiguous information
resolution in Fig. 1), it can use this information directly to detect the gap. E.g., if it is
asked about a concepts, he has not encountered yet, this indicates a gap in its knowledge.
Or, if its interpretation of the scene does not agree with the information asserted by the
tutor, this indicates its erroneous recognition, which again implicates the incompleteness
of its knowledge (providing that the tutor always provides a correct information). There-
fore, in this case the robot can base the knowledge gap detection solely on the information
provided by the tutor. In contrary, when the tutor can not attach the obtained information
to particular objects (Ambiguous information resolution), the robot can not rely on
this information only and should use internal knowledge gap detection mechanisms. For
instance, when there are several objects in the scene, and the robot is asked to pick up a
mug, but it can’t recognise any mug in the scene, this indicates that there is a gap in its
knowledge. However, it can not relate the gap to a particular object in the scene and has
to apply its knowledge gap detection mechanisms to do that.

Another way of detecting knowledge gaps is through introspection. In this case the
detection of knowledge gaps is completely self-driven and is not related to any particular
situation or task. It is not triggered by any external problem; it is triggered by an inner
motivational mechanism with the goal of detecting ignorance and of proposing the actions
that would provide the information needed to extend the current knowledge. No sensorial
inputs are used in this case; the detection of knowledge gaps is based solely on the current
knowledge.

Also in this case we can discuss two different subcases, based on the type of methodol-
ogy used for detecting the knowledge gaps. In the case of hallucination, the robot tries
to hallucinate sensorial inputs (basically, it samples over distributions of feature values it
uses), and tries to interpret these hallucinated situations. Failing to do that would indicate
a knowledge gap. This type of knowledge gap detection is thus also based on the output
of the classifier, which is built on the top of the models; the only difference is that the



input is hallucinated and not perceived. This sampling cannot be random, especially in
the case of high-dimensional feature spaces; it should be driven by the structure of the
current knowledge and by the output of previous classifications. This brings us to another
type of introspection, model analysis. Here, the system tries to directly analyse the cur-
rent models and to determine which models are ambiguous, weak or partially undefined
analytically or algorithmically (e.g. two models of different concepts overlap, a model is
weakly defined, the model is not defined for certain feature values, etc.). Such introspec-
tion strongly depends on the nature of the underlying models; if such model analysis is
not possible, only a variant of hallucination-based approach can be used.

In the case of non-situational introspection, however, it is more difficult to communicate
this gap, since the detection is not based on a particular situation the robot could refer to.
In some cases the robot can communicate its hallucination or ambiguous interpretation of
this hallucination (e.g., "Please, show me a red object that looks almost as blue.” to refine
the models of concepts of red and blue). In other cases the robot can remember this gap
and try to fill it when it encounters the situation that would help it to resolve the problem
and it could plan to undertake actions that would lead it to such situations. There are
also some cases, when the robot does not need to communicate its knowledge gap in order
to obtain information needed to fill this gap. It can create a situation that was found
to lead in a knowledge gap. For instance, in the affordance learning scenario, the robot
first detects which part of the feature space is not modelled well and then performs an
action that produces the corresponding features. Of course, it this case, the robot has to
know the inverse mapping from the feature values to the action parameters (as opposed
to the mapping from action parameters to feature values, which is a part of the regular
feature extraction process). These kinds of learning scenarios can take full advantage of
introspective knowledge gap detection, which may lead to a very efficient training sample
selection in an active learning settings.

3.2 Types of knowledge gaps

Above we identified different means of detecting knowledge gaps. Here we will define
different types of knowledge gaps. Every detected gap in the conceptual knowledge falls
in one of the following three categories:

e No model. This type of knowledge gap occurs during situated gap discovery, when
the current observation cannot be explained by any of the previously learned mod-
els, or when the robot is asked to recognise a concept (e.g., an object) it has not
encountered before.

e Weak model. The robot has already learned the concept, but the model is very
weak and non reliable for robust recognition. During the situated knowledge gap
discovery this would reflect in a weak response of the classifier, which could not
reliably determine whether the observation belongs to a particular concept or not.
Also, this type of knowledge gap can also be determined by introspection (e.g., the
robot notices that it has observed a very small number of instances to create a
reliable model).

¢ Ambiguous models. In an interaction with a tutor, the robot’s interpretation
of the scene does not agree with the information asserted by a human tutor. Or,
the classifier produces a similar response for two or more classes and therefore fails



to reliably classify the observation. Such a response indicates that the underlying
models overlap and are therefore ambiguous. This overlap could also be detected by
model analysis.

When defining these different types of knowledge gaps we assumed that the data (fea-
tures) that were used for classification in the situated knowledge gap discovery were reliably
estimated, and that the system failed to reliably classify the sample due to incompleteness
of the classifier and of the current representations. However, it may also happen that the
feature values that are used in the learning process are non-reliably estimated (e.g., due
to missdetection, bad segmentation, occlusions, noise, etc.). In this case the interpretation
of the observation does not fail due to the knowledge gap in the learned models but rather
to the deficiencies in the preprocessing steps.

The knowledge gaps listed above are addressed in the next section. The first type of the
gap (No model) in the list is of particular interest in the continuous learning framework.
The knowledge gap due to the unknown concept is quite common at the beginning of
the incremental learning process since the systems knowledge is rather empty initially,
and only slowly includes novel concepts during the online learning process. Therefore,
the learning mechanism should contain an ”unknown” class that should encompass all
the concepts that have not been encountered until that particular moment. This lack of
knowledge due to immaturity with regard of the development of the system is very difficult
to model. In the next section we present a general and flexible solution to this problem
and also formally propose how to detect other types of knowledge gaps.

4 Formal model

4.1 Derivation of the model

To be more specific, we will relate our formal model for knowledge gaps detection to the
problem of learning visual concepts. The model, however, is more general and could be
applied on other learning domains as well.

Generally speaking the robot collects the visual information about its environment as
follows. First it determines a region in an image which contains the interesting information,
then it "segments” that region and extracts the feature values z from which it later builds
models of objects, concepts, etc. The visual information may be ambiguous by itself, and
segmentation may not always be successful. We will assume that some measure of how
well the segmentation was carried out exists and we will denote it by s € [0, 1]. High values
of s (around one) mean high confidence that a good observation z was obtained, while low
values relate to low confidence.

Probability of observation z, given the observer’s confidence score s, can be written in
terms of the fact that the observation might come (or not) from an existing internal model.
Let m € {my, m,} denote two possible events: (i) the observation came from a existing
internal model my, and (ii) the observation came from an unknown model m,,. We define
the knowledge model as a probability of observation z, given the confidence score s:

p(z|s) = p(z|my, s)p(mg|s) + p(zmy, s)p(mals). (1)

The function p(z|my,s) is the probability of explaining z given that z comes from one
of the learnt models, p(myg|s) is the a priori probability of any learnt model given the



observer’s score s. The function p(z|m,,s) is the probability of z corresponding to the
unknown model, and p(m,|s) is the probability of the model "unknown” given the score
s.

Assume that the robot has learnt K separate alternative internal models M = {M;};—1.x
from previous observations. The probability p(z|my, s) can then be further decomposed in
terms of these K models,

K
p(z|mk78) = Zp(z|Ml)mk75)p(M’L|mk78) (2)
i=1

If we define the "unknown” model by My and set p(z|my, s) = p(z| Moy, mu, s)p(Mo|mu, s),
then (1) becomes

Mw

p(z|s) = p(my|s) (z|M;, my, s)p(M;|my, s)

<mur:> (2] Moy s $)p(Molma, ). 3)

Note that the "unknown model”, My, accounts for a poor classification, by which we mean
that none of the learnt models supports the observation z strongly enough. We assume
that the probability of this event is uniformly distributed over the feature space, which
means that we can define the likelihood of model My, given observation z by a uniform
distribution, i.e., p(z| My, m,, s) = U(z). Note also, that the only possible unknown model
comes from the class My, therefore p(My|m,,s) = 1.

The observation z can be classified into the class M; which maximises the a posteriori
probability (AP). The a posteriori probability of a class M; is calculated as

p(Mi‘Z’S) O(p(Z|Mi,m, 8)p(Mi|m’ s)p(m|s), (4)

where m = my, for i € [1, K] and m = m,, for i = 0. Note that the terms p(M;|my, s) are
the prior probabilities of the learnt known models and can be in practice approximated
through the frequency at which each class is observed. Another important term is p(my|s),
which represents the prior probability of an unknown class. In practice, we can model this
term by a function that decreases with the number of observed samples (e.g., [3]) or
approximate it with a constant.

The gap in knowledge can be discovered through inspection of the AP distribution. In
particular, if the AP distribution exhibits an ambiguous classification of the observation
z, or classifies it as an "unknown” (or unaccounted), then this is a good indication that
we are dealing with a gap in knowledge.

4.2 Detecting knowledge gaps

Let us assume that we want to test our internal knowledge model about some observation
z. The first step is to calculate the a posteriori distribution over all classes, including the
class "unknown” as described above.

If we want to classify the observation in one of the K classes, we would intuitively
assign it to the class with the maximum a posteriori probability, therefore into the class

Mmaxap = argmax{p(Mﬂz,s)}. (5)
M
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However, we may then want to check how reliable this classification is. We shall not con-
sider only the strongest response, but also others, including the response of the ”unknown
model”.

Intuitively we might want to evaluate a level of certainty of maximum a posteriori
classification through hypothesis testing. One hypothesis, hclass, is that z corresponds to
Myaxap, while the alternative hypothesis, halt, is that z might be explained by some other
class (including the class "unknown”). The score which tells the certainty of the hypothesis
hclass is the likelihood ratio of z under hypothesis hclass and the alternative hypothesis
halt
p(hclass|z, s)

p(halt|z,s) ’ (6)

where p(hclass|z, s) is the likelihood of z given the classification hypothesis hclass and
p(halt|z, s) is the likelihood of z given the hypothesis halt. A high score Ryy;, corresponds
to a confident hypothesis hclass and a low score (close or below 1) corresponds to a weak
hypothesis, which indicates a gap in knowledge.

The likelihood of z, given the hypothesis hclass, is defined as the likelihood of z, given
the maximum a posteriori class label Myaxap, i-€.,

Rhyp =

p(hclass|z, s) = p(Mmaxap|2, 5). (7)

Various definitions of the meaning of the alternative hypothesis lead to various defini-
tions of the likelihood of z under that hypothesis. We provide here two examples of such
definitions.

Definition 1 of the alternative hypothesis: The feature value z can be explained by
any of the K classes, including j = 0, and excluding j = maxap. This leads to definition

p((l)halt’Z,S) = Z p(Mj‘Z,S), (8)

jF#maxap

p(hclass|z)

M p(hclass|z)
p(Whalt|z)

9)

Rhyp =

Definition 2 of the alternative hypothesis: The feature value z can be explained by
either the next best class or the "unknown class”. This leads to the definition

p(Phalt|z, s) = p(Muaxap2|2, 5) + p(My|z, 5), (10)

p(hclass|z, s)

(2) _ PAOSSE, 9
Bbyp p(@halt|z, s)’

(11)

where we have defined

MmaxapQ = arg max {p(Mi‘Zv S)} (12)
MiaMzF’éMmaxap
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Alternative measure of ambiguity: Another way to measure the ambiguity of deci-
sion is to calculate the entropy of the a posteriori distribution over classes. We can use the
Bayes entropy measure [11], which we normalise to make it independent of the number of
classes

K 1
H=(1-) p(Mizs)?)/(1- =) (13)
=0

Intuitively, a high entropy indicates more uniform distribution, which hints ambiguity
of decision. Therefore, a high entropy indicates a knowledge gap. On the other hand, a
low entropy indicates a dominant mode in the a posteriori distribution which indicates
certain decision, with one exception, that is, if the strongest response is produced by the
"unknown model”. Such response indicates a knowledge gap as well.

4.2.1 Illustrative example

Figure 2 shows two examples of a posteriori distributions, where the number of the learnt
classes is K = 3 and the class unknown is denoted by label Mj. The first distribution
shows a strong response for the M, however, there is some nonzero probability that the
observation might correspond to some other class — most likely Ms and there is even
some probability that z might have been poorly classified (Mp). The second distribution
in Figure 2 shows a different example, in which the observation most likely corresponds to
an unknown class. Therefore, in the first case the recognition would be considered reliable
enough, while in the second case a knowledge gap would be detected.

0.8

0.6

041

0.2

M1 M2 M3 MO M1 M2 M3 MO

Figure 2: An example of a posteriori pdf over the classes My, Ms, M3 and the unknown
class My. The left image shows an unambiguous decision with only one dominant known
class, while the right image shows an ambiguous decision, with the unknown model as the
dominant model.

4.3 Determining the type of knowledge gaps

In the previous subsection we described how the knowledge gap is detected.To summarise,

a low likelihood ratio Ryyp, (or a high entropy H) or a strong response of the ”unknown

model” (i.e., if Myqzqp = 0) indicate a knowledge gap. Now we will show how to determine

also the type of the knowledge gap, i.e., how to classify the knowledge gap in one of three

classes defined in Section 3.2. This is also very important, since the actions that follow the

knowledge gap discovery are dependent on the type of the detected knowledge gap.
Three types of knowledge gaps can be identified as follows:
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e No model. The response of all learned models is very low, the ”unknown model”
clearly wins, i.e.,
p(Mo|z, s) >> p(Mmaxap|Z, 5).

Since the observation can not be modelled by any previously learned model this
indicates that it should probably be modelled with a new model.

e Weak model. The unknown model still produces the highest response, however,
also one of the learned models responds quite well, or alternatively, one of the known
models produce the highest response, which is however, quite similar to the response
of the unknown model, i.e.,

p(Mo|z, s) + thr > p(Mmaxap|2, s) >> p(Mmaxap2|2, S)-

Such situation would indicate that the observation should probably be classified in
the class Mmaxap, however, since the corresponding model is weak, this classification
can not be performed reliably.

e Ambiguous models. The unknown model does not produce a high response, how-
ever, there is no single dominant response of one of the known models, i.e.,

p(Mo|z, s) << p(Mmaxap|2, $) < p(Mmaxap2|2, s) + thr.

In such situations the models can not distinguish between two classes reliably, which
indicates that they are ambiguous.

4.4 Applying the model in the different types of knowledge gap detec-
tion

As discussed in Section 3.1 and depicted in Fig. 1, we can distinguish several types of
knowledge gap detection. In this subsection we will describe how we can utilise the pro-
posed formal model in each of these different types.

4.4.1 Situational knowledge gap detection

From the point of view of using the proposed formal model, we can distinguish two cases. In
the case of unambiguous information resolution in externally triggered situational knowl-
edge gap detection, there is no need to use the knowledge gap detection mechanism de-
scribed in the previous subsection. The knowledge gap can be detected and classified only
by considering information provided by the tutor and the results of the classification of
the current observation (by observing the a posteriori distribution as described above).
Here, the three types of knowledge gaps can be identified simply as follows:

e No model. The tutor provides information about the observation, e.g., attributes a
class to an object, which the robot is not aware of, i.e., the particular class the robot
has not encountered before. In this case, the robot has no model of the particular
class, and has to initialise the model of a new class Mg 1.

e Weak model. The robot can not classify the current observation and compare it
to the asserted information. The model is therefore weak, and should be updated.
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e Ambiguous models. The robot is able to classify the current observation, how-
ever the classification result differs from the information asserted by the tutor. This
implies that the model is ambiguous, and should be updated.

In other types of situational knowledge gap discovery, the robot is not given the exact
unambiguous information about the observation to be compared with the outcome of its
own classification. Therefore it has to rely on the knowledge gap detection mechanism
described in the previous subsection, i.e., to calculate a posteriori distribution over all
M;,i = 0..K, then to check the values of Ry, or H and to detect the type of knowledge
gap by comparing p(M;|z, s),i = 0..K. This implies to both, externally triggered and self-
motivated situational knowledge gap detection. In both cases the knowledge gap detection
refers to the current observation. Where the motivation for the discovery of knowledge
gaps comes from is not important for the actual mechanism used.

4.4.2 Gap discovery through introspection

In the case of non-situated knowledge gap detection, we identified two different types:

e Hallucination. If the robot has resources available, e.g., in an idle state, or during
sleep it can hallucinate various feature values z and trie to classify them. Failure of
unambiguous classification leads to discovery of the gap in knowledge. In practice
this means that it first determines the possible bounds on the feature values using
the internal knowledge models. Then it commences a Markov-Chain-Monte-Carlo-
like (MCMC) sampling of feature values, and for each generated feature it calculates
Ryyp. By minimizing Ry, it can determine parts of its internal models which lack
information. This is the hardest example when it comes to communicating the knowl-
edge gap to the tutor. One approach may be that, as MCMC generates a sufficient
number of hallucinated examples in the knowledge gap, the robot might remember
them by fitting a model to those data (e.g., Kernel Density Estimates or some other
models).

e Model analysis. Another way to introspect, is to identify which internal models of
the learnt concepts are ambiguous. Take for example the models that relate to the
concept of colour, and suppose that the robot has learnt three colours so far. Each
colour is some model in some feature space. The robot might want to inspect whether
significant parts of these models overlap in this feature space, thus discovering how
ambiguous each model is. If a large portion of a particular model overlaps with one
or more other models, then this is a good indication that the model is ambiguous.
To detect this type of gap in knowledge, the robot simply needs to go through all
concepts and needs to be able to calculate a measure of overlap between them.
If generative models are used for knowledge representation, the ambiguity can be
determined for each model as follows: First we generate samples from a concept
model, calculate for each sample a measure of ambiguity (e.g., one of the measures
discussed in section 4.2 could be used), and report the median value as the ambiguity
of that model.
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5 Using the proposed model

5.1 Requirements of models

The gap-discovery methodology described in the previous section can be applied to any
knowledge model, which meets the following requirements:

1. The model has to define the probability of observation z as in (1) in terms of alter-
native explanations:

p(z|s) = p(z|my, s)p(mi|s) + p(z|mu, s)p(mayls). (14)

2. The explanations in terms of the learnt models should be written as a mixture model
of the K learnt classes M;:

K

p(zlmy, s) = p(z|Mi, my, s)p(Mi|my, s). (15)
i=1

3. The models should thus define the following pdfs:

o p(z|M;,m,s) ; i € {1,...,K} ... probability of the observation z under the
i-th learnt model.

o p(M;lm,s); i€ {l,...,K} ...apriori probability of observing the i-th model.

e p(m|s) ; m € {my,my} ... a priori probability that observations will corre-
spond to a known my or an unknown m, model.

4. To allow hallucination, it must be possible to generate samples from the internal
knowledge models.

5.2 Example of a probabilistic knowledge model

A probabilistic knowledge model can be formed directly by estimating a probability density
functions over the input features for each of the learnt models. Particularly, we can apply
the online discriminative Kernel Density Estimator (odKDE) [10], which is a discriminative
variant of the online Kernel Density Estimators (0KDE) [9] to estimate these models. The
odKDE estimates the probability density functions by a mixture of Gaussians, is able to
adapt using only a single data-point at a time, automatically adjusts its complexity and
does not assume specific requirements on the target distribution. A particularly important
feature of the odKDE is that is allows adaptation from the positive as well as negative
examples [12]. Therefore, the distribution of each i-th alternative of the known model
p(z|M;, my, s) can be continually updated by the odKDE, while the a priori probability
p(M;|my, s) for each model is calculated from the frequency at which each of the alternative
classes M;, ¢ > 0, has been observed. The a priori probability of an unknown model (and
implicitly of a known model), p(my|s) is assumed non-stationary in that it changes with
time. The following function decreases the "unknown” class probability with increasing
number of observations N. With above definitions, the knowledge model is completely
defined and allows discovery of knowledge gaps.

Note that the last requirement in Section 5.1 states that the models should enable
hallucination. In practice this means that we have to be able to (i) determine the bounds
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on the feature values z and (ii) we have to be able to sample from the part of the feature
space close to the learnt models. Since we are dealing with Gaussian mixture models with
an additional uniform component, the bounds on feature space can be trivially estimated
by fitting a single Gaussian to the mixture model (15). The bounds are then obtained at
the distance of three standard deviations from the center of the fitted Gaussian. Sampling
from a Gaussain is also trivial, therefore the last requirement of Section 5.1 is met.

5.2.1 [Illustrative example of gap discovery

We will illustrate the concept of gap discovery on a simple example with K = 3 one-
dimensional models {M;, My, M3}. To further simplify the illustration, we assume that
each of the models is described by a single Gaussian (note that, in general, the oKDE gen-
erates a mixture of Gaussians). Figure 3 shows this model for parameters p1.3 = {1, 2, 3},
0?4 =1{0.1,0.4,0.3}, p(M1.3) = {0.3,0.5,0.17}.

0.5

0.4t

0.3}

0.2}

0.1}

Figure 3: An example of the knowledge model using single Gaussians (black) to describe
each learnt class (M, My, M3) and a uniform distribution to describe the unknown class
My (blue).

To provide some intuition in the knowledge gap score (6), Rpyp, we have calculated it
for different values of z and different values of p(my|s). The results for s = 1 are shown
in Figure 4a and for s = 0.5 are shown in Figure 4b. The first row in Figure 4a shows
an example in which classification indicates a strong model — the posterior p(M;|z, s) is
dominated by the class M; and the value of (1)Rhyp measure is high; this measurement
thus does not indicate a knowledge gap. The second line in Figure 4a shows a classification
that indicates an ambiguous model — according to the posterior, two classes, M7 and Mo,
support the observed data-point. The ambiguity is also indicated by the value of (I)Rhyp,
which is nearly one. The third row in Figure 4a shows an example in which the classification
indicates a weak model — although the maximum in the posterior corresponds to one of
the known models, there is large probability that the sample can also be explained by the
unknown model. The fourth row in Figure 4a shows an example in which the classification
indicates an unobserved model — the posterior is dominated by the unknown class, and the
ambiguity measure indicates that this decision is highly unambiguous. In the Figure 4b
we see another example of a weak model, however the model has become weak due to the
a low certainty score s, which in effect raised the probability of the unknown model.
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Figure 4: Knowledge models and the feature value z (left), a posteriori pdf over class labels
(middle), pdf over the two hypotheses and the Ry, score(right).

5.2.2 Illustrative example of filling the knowledge gaps

In the second illustrative example we present the knowledge gaps detection in the context
of the active learning paradigm. We show how the particular detection of knowledge gap
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triggers a corresponding action, which provides the required information. Based on this
information, the knowledge is updated and the knowledge gap is filled in.

An illustration of this process is shown in Fig. 5 for three observations (feature values)
denoted by the circle, the diamond, and the square. The plots in the left column depict
the models and the recognition at a particular step in the learning process, while the right
column depicts the situation after the system has updated these models considering the
detected knowledge gaps and the answers from the tutor.

S
| NN | N

i ko il

UR G B UR G B UR G B UR G B UR G B

UR G B

Figure 5: Example of detecting the knowledge gaps and updating the 1D KDE represen-
tations. Top row: probability distributions for three colours (red, green, blue lines) and
unknown model (gray line) in 1D feature space. Bottom row: a posteriori probabilities for
the unknown model (U) and three colours (R, G, B) for three feature values denoted by
the circle, the diamond and the square. Left column: before updates, right column: after
updates.

The circle represents a yellow object. Since the yellow colour has not been presented to
the robot before, the corresponding model has not yet been learned and the feature value
fails in a not yet modeled area, therefore this value is best explained by the ”unknown
model”, which has the highest a posteriori probability. The ‘No model’ knowledge gap
is detected, which triggers the action of asking the tutor ” What colour is this object?”.
After the tutor provides the correct information, the robot initialises a model for yellow
colour. However, since only one sample does not suffice to build a reliable representation,
the yellow colour will only be able to be recognised after some additional yellow object is
observed.

The feature value denoted by a diamond is best explained by a green model, however
this recognition is not very reliable, since the response of the model blue is similar. There-
fore, the ‘Ambiguous models’ knowledge gap is detected and the robot asks the tutor: 7 Is
this object green?” to verify its belief. After the tutor replies ” No. It is blue.”, the robot
first unlearns the representation of green and updates the representation of blue. The cor-
rected representations, depicted in the pdfs in the right column, then enable the correct
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recognition as indicated by the second bar plot in the right column of the Fig. 5.

The last case denoted by the square shows another example of non-reliable recognition.
In this case the model of blue responds best, however its response is quite similar to the
response of unknown model. Therefore, the "weak model’ knowledge gap is detected , which
triggers the additional clarification question to the tutor: ” Is this object blue?” After the
robot gets a positive answer, it updates the representation of blue, which increases the
probability of the recognition.

5.2.3 Comparison of gap discovery measures

As discussed in Section 4.2, the ambiguity of classifying some sample z (a potential gap)
can be measured by calculating some measures over the a posteriori distribution of that
sample. We have proposed three alternative measures of ambiguity and denoted them by
(1)Rhyp, (Q)Rhyp and H. In classification of a sample z an ambiguity can be detected if
either the sample is classified as the unknown model or if the ambiguity measure is above
or below a specified threshold. To compare the different ambiguity measures, we have
designed a simple experiment, in which 200 samples were generated from four partially
overlapping classes, and used one at a time to update the odKDE model. Before the
updating a sample was classified using the odKDE. If it was not classified as an unknown
but was still classified into a wrong class, then this was considered as a true positive of
the knowledge gap. Alternatively, if the sample was correctly classified, it was considered
as a true negative of the knowledge gap. For all true positives and true negatives we have
recorded the three ambiguity measures. This experiment was repeated 10 times and the
Figure 6 shows the ROC curves corresponding to each of the three ambiguity measures.
We see that from the gap-detection point of view, the measures are equivalent. Since the
entropy-based measure H has roots in the information theory, we have decided to use this
measure in subsequent experiments for gap detection. For convenience, we plotted some
values of the measure H on the ROC in Figure 6.
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Figure 6: ROC curves for the three classifiers, corresponding to (1)Rhyp, (Q)Rhyp and H
ambiguity measure (left), and a ROC curve corresponding to H measure along with some
values of that measure (right).

When the robot observes a sample and classifies it using its internal models, a gap
can therefore be detected if either the sample is classified as an unknown model or if
the ambiguity measure H exceeds a predefined threshold Hy,. For example, by setting
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H, = 0.1, we can expect from the ROC curve in Figure 6 that we would be able to detect
85% of true gaps and 30% of false gaps.

5.3 From non-probabilistic class models to probabilistic knowledge mod-
els

The proposed methodology for discovering gaps in knowledge can be applied not only
to inherently probabilistic models as in previous section but to non-probabilistic models
as well. Here we provide some directions how to achieve that with an example of object
detection/recognition.

Assume that we have a task of detecting objects from visual data and that, for each
i-th object class, we have a prototype model S(M;)!. Assume that we have learnt K such
models, which means that we have a set of K prototype models

S = {S(M;)}i=1:x- (16)

The object detection proceeds by determining a query region of image which might con-
tain an object and comparing this query with the object prototypes S. We also have a
distance function d(S(M;), z), which calculates the distance of a query region to the object
prototype S(M;). If the distance d(S(M;),z) is small enough, the region z is classified as
the i-th object. The question now is how to determine the probabilistic knowledge model,
i.e., how to meet the requirements summarised in the Section 5.1.
The a priori probability of observing the i-th known model, p(M;|my, s) can be set to
% if all the models are equally probable, or can be estimated from the number of times
we have encountered the class M; during learning. The a priori probability p(my|s) that
the observations will correspond to an unknown model can be set as in (??) and the pdf
of the feature value z given the "unknown” model Mj is set to a uniform distribution.
The only distributions which remain to be estimated are the likelihood functions of each
known i-th class, i.e., p(z|M;, my, s). These are in fact probabilistic models that relate the
likelihood of M; being responsible for generating z, given the distance function value is
d(S(M;),z). Formally,
p(z| Mg, my, s) = p(yi|©:), (17)

where y; = d(S(M;),z) and ©; are the parameters of the probability density function
corresponding to the i-th model.

The functional form of p(y;|©;) is arbitrary and can be measured by evaluating the
distance function d(S(M;),z) for regions which contain the i-th model. A common ap-
proach is to use common parameters for all distributions, thus ©; = © for all i. Under
the assumption that low distances d(S(M;),z) imply high probability of z corresponding
to the model M; and large distances imply low probability, a straightforward approach
would be to define p(:|©) as an exponential distribution, which requires estimating only a
single parameter )y, e.g.,

p(yi|©) = Ag e ilAe, (18)

The last requirement in Section 5.1 states that the models should enable hallucination.
In practice this means that we have to be able to (i) determine the bounds on the feature
values z and (ii) we have to be able to sample from the part of the feature space close to
the learnt models. The bounds on observations z depend on the way in which the object

!For example, S(M;) might be a collection of STFT descriptors corresponding to the objects of class .
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model is specified and in case of SIFT features may be achieved perhaps by specifying the
maximum amount of the random noise we can add to the SIFT histograms. Generating
SIFTS from different parts of object model by adding random noise is then straight-
forward.

5.4 Learning domains

The formal model presented in Section 4 is very general and does not assume any strong
constraints for the underlying representations. It only assumes that the underlying classi-
fier is able to return the probability distribution over all concepts in question, or even only
some confidence measures (and corresponding distance function), which are then converted
in the probability distribution (also by modeling the class ”unknown”).

Due to the generality of the proposed formalism, it is applicable to different areas.
Here, we discuss its application for learning object properties and object recognition.

5.4.1 Learning object properties

The formalism presented in the previous section is very well suited for learning object
properties; also several examples given to illustrate the proposed principles are taken from
this learning domain. If we assume that we have classifiers for visual properties we want to
learn, we can use the proposed formalism for detecting knowledge gaps. Since we use for
modeling individual concepts representations based on Mixture of Gaussians, the obtained
representations fit very well with the proposed probabilistic framework.

5.4.2 Object recognition

The presented model can be used for object detection as described in Section 5.3. To
successfully describe the probabilistic model, two problems have to be solved: the definition
of the distance function d(S(M;),z) and the modelling of the ”unknown” object.

The object model S(M;) is represented with a set of views of the object from different
viewpoints, S(M;) = {V},j = 1... N;}. A view V/ is described with viewpoint angles (¢, \)
and a set of features {Fj,, k =1...N;;} extracted from the image taken at this viewpoint.
A feature F; ,z] is a SIFT feature described with its location (x,y) in the image, scale o,
orientation # and a 128-dimensional vector ij .

An observation z is represented with a set of features extracted from an image: Z =
{FZ,k =1...N,}. When matching an object M; to an observation, the Euclidean distance
between each pair of feature descriptors is calculated:

dp(k,1) = d(Xp? X2, k=1...N;;,l=1...N, (19)

The distances between a single view VJZ and the observation z are converted to a view
score D; The minimal distance dj is used to set an upper bound for the contribution of
each matched feature to the final score. It can be either constant or estimated for each
view in the learning phase.

1

Dt —
J %l: max(do, dy(k,1))

(20)
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If we take the view with the highest score D!, .., then the appearance distance d(S(M;), z)
can be expressed as

1

max

d(S(M;), 2) (21)

To estimate the PDF for d(S(M;),z) we make a bunch of observations zj, of the object
M; in different poses with the camera at the approximate distance rg from which the object
model was learnt. A histogram of appearance distances is created and an exponential curve
is fitted to the histogram and scaled appropriately (see Eq. (18)).

To build an observation model for the object M;, the observations z;, are additionally
made at different distances from the object. For each observation O = (o, Ao, 7o) the
viewpoint and score P, = (¢p, Ap, Dp) of the best matching view are recorded and also the
viewpoint and score P,(¢q, \q, Dy) of each matching view where score D, > 0.5 * Dy to
account for pose ambiguity.

6 Experimental results

To gain a better insight into the performance of gap discovery, we have applied the method-
ology to active learning of simple object properties. In this section we present preliminary
experimental results.

The task was to learn the models for four colours from the observed objects. We have
used a database of 442 images containing single objects in which each object was of one of
four colours. From each object a six-dimensional feature vector was extracted — this was the
input to our learning algorithm. One object at a time was used to train the classifier. For
the online classifier we have used the online discriminative Kernel Density Estimator [10],
which was integrated according to 5.2 into the probabilistic knowledge model with the
entropy measure H as a gap detector. The experiment was performed with five-fold cross
validation — in each fold, 354 images were used for learning and 88 for testing the accuracy
of recognition.

We have explored four learning strategies: oracle random, oracle proactive, self verified
and self verified proactive.

In the oracle random strategy, the tutor (oracle) randomly choose a learning sam-
ple and always provided a label. The learner learned from each sample. In this learning
strategy, no knowledge gap detection was involved.

In the oracle proactive strategy, the learner inspected its internal models through
introspection, determined which class it would like to see next, and asked the tutor to
present him with a sample from that class. Again the learner learned from each sample,
but this time the learner guided the concept class selection, not the tutor. Therefore, in
this strategy the active learning process was driven my introspection using model analysis,
as defined in Section 3.1.

In the third self verified strategy, the tutor as in oracle random randomly selected
samples for the learner, but did not label them. For each sample, the learner performed
gap detection and asked the tutor about the label only if the gap was detected. This case,
therefore, applies the situational type of knowledge gap detection.

The fourth, self verified proactive, strategy was similar to the self verified strategy
with the addition that the learner was able to introspect its models and requested specific
classes from the tutor (as in oracle proactive).
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Figure 7 shows the results of the experiment with the five-fold cross validation. We
see that the active involvement of the learner in the learning process by gap detection
improved the trend of recognition accuracy. By comparing how the recognition accuracy
evolved with the number of samples (Figure 7a), in the case of oracle random and oracle
proactive strategy, we see that the model introspection allowed the learner to determine
which models are ambiguous and successfully guided the tutor to select samples from those
classes that improved the models. As a result, the learner with oracle proactive learning
strategy achieved better accuracy during the first hundred samples than the learner with
the oracle random strategy. However, both strategies required the tutor to label all the
samples, which demands a certain effort from the tutor. This is shown in (Figure 7b),
which plots the cumulative number of the labelled samples with respect to the number of
observed samples.

On the other hand, a significant reduction in the number of labels was obtained in the
self verified learning strategy. From Figure 7b we can see that in contrast to oracle random
and oracle proactive strategy, the number of labelled samples increased sublinearly in the
self verified strategy. In fact, up to the 150th sample, the trend was already sublinear
(meaning that the learner required labels only for a subset of samples), and after that
point it remained nearly constant (meaning that almost no additional label was required).
Even further reduction in the number of required labels was achieved in the self verified
proactive strategy. This strategy also achieved best performance with the smallest number
of explicitly required labels.
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Figure 7: (a) Evolution of average recognition accuracy w.r.t the number of observed
samples for the four learning strategies. (b) Evolution of the number of questions w.r.t.
the number of observed samples. (c) The average recognition accuracy for the first 111
questions.

Experiment shows that, on average, the learner with self verified strategies required
approximately 100 samples to be labelled out of the entire set of 354. This means that the
self verified learning strategy with gap detection required only 27% of the labels to achieve
equal performance to the oracle random and oracle proactive strategy which required 100%
of labels. The dependance of the recognition accuracy and each provided label for the
three strategies is show in Figure 7c. We see that both, oracle proactive and self verified
strategy, outperform the oracle random strategy for the first 95 labelled samples. The
improved performance is exclusively due to the probabilistic formulation of the knowledge
model and the mechanisms for the knowledge gap discovery. These preliminary results
therefore show that the ability to detect knowledge gaps can lead to an efficient active
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learning strategy, which speeds up the learning process.

7 Conclusion

A crucial requirement of a system that is supposed to self-extend based on self-understanding
is the ability to detect gaps in its knowledge. Once these gaps are detected, it can plan
what actions to perform to fill these gaps, and after the required information is obtained,
it can extend its current knowledge accordingly.

In this work we addressed the problem of detection of gaps in categorical knowledge.
First, we positioned the problem of knowledge gap detection in a broader context of
self-understanding for self-extension and active learning paradigm. Then we conceptually
described different types of knowledge gap detection and different types of knowledge gaps.
Then we formalised this process and presented a formal probabilistic approach to detection
of ignorance. We specified the requirements of the probabilistic models and showed how to
apply the proposed mechanism for knowledge gap detection to different learning domains.
We also presented the experimental results that demonstrate that the effective knowledge
gap detection mechanism can lead to an efficient active learning strategy, which speeds up
the learning process.

The model, presented in this work, seems to perform well and can efficiently guide
the learning process. We still need to perform a thorough evaluation and analyse its per-
formance, scalability, and robustness. We will integrate it in our interactive continuous
learning framework [18], where it will serve as a main drive for guiding different learning
strategies exploiting different levels or the robot autonomy. In addition, we have been in-
tegrating this mechanism in the robotic system we have been developing [17, 20, 19]. This
work will serve as a firm basis for increasing the robot’s autonomy and efficiency in deter-
mining its own ignorance, therefore for increasing the ability to self-understand and act
autonomously. This will be an important step towards our final goal, which is to produce
an autonomous robot that will be able to efficiently learn and adapt to an ever-changing
world by capturing and processing cross-modal information in an interaction with the
environment and other cognitive agents.
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Abstract— When a robot interacts with the environment pro-
ducing changes through its own actions, it should find opportuni-
ties for learning and updating its own models of the environment.
A robot that is able to construct discrete models of the underlying
dynamical system which emerges from this interaction can guide
its own behavior and adapt it based on feedback from the
environment. Thus, the induction of probabilistic automata from
this sensorimotor loop might be useful for planning/learning
tasks. These probabilistic automata can be used as a prediction
tool, as a means to assess the uncertainty or predictability of
specific action consequences and thus, as a tool for an active
learning method.

I. INTRODUCTION

In the face of continuously changing environments, a robot
needs to learn from the world by interacting with it. A robot
should then accurately predict the consequences of actions on
an object given its own body configuration. With the acquired
skills knowledge, it can then solve more complex tasks in a
hierarchical manner. We consider here the task of predicting
consequences of pushing simple geometrical objects called
polyflaps. Polyflaps have been proposed to design simple
learning scenarios [1].

In this paper we discuss a scenario where a simulated
robotic arm interacts with a polyflap. In the implementa-
tion we use the NVidia® PhysX™ library that allows us
to perform realistic physical simulations and to obtain 3-
dimensional feature vectors. The learning machines we use are
able to process spatio-temporal features. Specifically, we use
the Crystallizing Substochastic Sequential Machine Extractor
(CrySSMEX) [2] algorithm for the extraction of probabilistic
finite state automata. The robotic arm pushes the object and
then a sequence of polyflap poses is stored, encoded as rigid
body transformations during a certain time interval. To reduce
the space- and time complexity of the problem, we select
a discrete set of possible actions and starting positions for
the arm to start the pushing movement. This reduction of
dimensionality affords us also to evaluate and analyse more
easily and carefully the inference algorithm and its correspond-
ing outcomes. In general, sliding and flipping affordances are
obtained by applying pushing actions. The experiments show
that the machines are able to model the tuples (action, state,
output, next state).

But how can we find state abstractions? Since we want
to understand the behaviour of an object given a specific
action, it is reasonable to encode a state on the basis of
polyflap poses (rigid body transformations). A sequence of
polyflap poses will then be encoded as a sequence of states

(not necessarily a 1 to 1 relation), where transitions depend
on the corresponding action. Moreover, state abstractions can
possibly be obtained not only from quantized vectors but also
from the output dynamics. Given the complexity of these
physical processes, transition probabilities between states are
also quite possible and an information-theoretic measure is
used to help quantize the space and to generate the transitions
by using the CrySSMEXx algorithm. The extracted automata are
useful as a verification tool, that can be employed by active
learning techniques in order to evaluate uncertainty in specific
actions.

II. LEARNING SCENARIO

Fig. 1. Learning scenario with a polyflap

The learning scenario is shown in Fig. 1. The simulated arm
corresponds to a Neuronics® Katana 6M™ arm with a ball
as a simple finger. In order to simulate a pushing action we
apply a linear trajectory over a specified time period until it
reaches the desired pose. The arm has 6 joints, including the
last joint for the finger which is static. The representation of
object poses are in Euler angles with respect to a reference
frame which is the origin in the scene (6-D pose).

The features corresponding to the arm are a starting 6-D
pose vector for the finger arm f, a feature value s encoding 3
velocity values (low, medium, high), obtained from applying
3 different movement durations, and an integer value denoting
a direction angle © ranging from 60 to 120 degrees, par-
allel to the ground plane in the direction to the center of
the standing polyflap side. Together, these features form the
motor command feature vector denoted as m; at time ¢. The
values are all normalized to obtain vectors with mean 0 and
standard deviation 1.0. A 6-D pose vector corresponding to the
polyflap pose is denoted as p;. In order to perform preliminary
experiments and avoid ambiguities and difficulties in analyzing
data (cf. section III), we artificially enumerate (discretize) the
set of possible actions. Therefore, we obtain a symbolic feature
m; denoting the motor information. In the enumeration, we
encode the time step ¢ into the symbol m, in order to discretely



represent the finger transformations (change of poses) through
an action sequence. Moreover, CrySSMex requires that we
define an output label associated to each state or transition.
This feature is very useful for evaluation and also for the
convergence of the CrySSMEX algorithm itself (cf. section III).
We then define the set Y = {—1,1,0,—0.5,0.5} of possible
values for an output symbol y;, denoting respectively when
0 polyflap angle decreases (this happens when the polyflap
tilts but does not completely flips over, so that it returns
to the original angle), 6 angle increases (polyflap falling
down), polyflap does not move, polyflap moves backwards
(negative X direction without angle change) and polyflap
moves forwards. Thus, the tuples (my, p:,y:)}_; encode the
rigid body transformations of polyflaps through these n steps
and also encode the given robot control command and abstract
behaviour after the pushing movement. In order to discretize
and reduce the dimensionality of the task, we only used 18
different starting positions for the arm to start the pushing
movement.

III. AUTOMATA INDUCTION METHOD

Let us define a substochastic sequential machine (SSM) as
a quadruple (Q, M,Y,P = {p(q;, yi|¢;, mr)}) where @ is a
finite set of state elements (SEs), M is a finite set of input
symbols, i.e. our motor command representation, Y is a finite
set of output symbols, and P is a finite set of conditional
probabilities (cf. explanation in [2] and eqs.1-3) where g;, q; €
Q,mr € M and y; € Y. In practice, CrySSMEX can
automatically induce discretizations of the input and output
spaces by means of quantizer functions on these spaces but we
will avoid this step in order to not introduce more difficulties
in analyzing data and to increase the chance of convergence
of the CrySSMEXx algorithm. Thus, we assume the artificial
enumeration for input and output spaces described in section
IT and we use the vector quantization method described in [2]
for state discretization. A SSM models a situated discrete time
dynamical system for which input (M), output (Y') and state
(P) spaces are defined and a transition function v : P x M —
P x O. A stochastic dynamical model of such a system is a
joint probability mass function pq induced from a transition
event set {2, and quantizers A,, A,, and A, for output, input
and state spaces respectively. €2 consists of selected transition
events recorded from a given set of input sequences. Thus,
the joint probabilities of observed and quantized transitions
(pq) are translated into joint probabilities of SSM transitions
according to P. As already mentioned, we define A,,(m;)
and A, (t) according to the discretization described above and
A, (p¢) using the vector quantization method. Thus, we have:

p(gis M, Y1, 45) =
pQ(Ap(pt) =14, Ay (my) = kvAy(t +1) = lvAp(pH-l) =7)

6]
The conditional probability is calculated with:
QI Y]
plame) = > plgi i, yi, ;) )

j=11=1

P(qi,Mk,Y1,95)

p(aj, yilqi, mi) = {0

p(qismi) if p(QH m/k) >0 (3)

if p(gi,mi) =0

The substochasticity of the extracted machines is due to the
possibility that the sample of input sequences in 2 will not
necessarily provide examples of all possible input symbols in
all possible enumerations of the quantized space of the dynam-
ical system. As a consequence, the probability distributions
can become substochastic [2]. The details of the procedure
for extracting substochastic sequential machines is described
in [2]. In summary, there is a recursive state splitting starting
from only one SE. Then, a decision to split data into different
SEs is based primarily on the output entropy H(Y|Q =
gi,M = my) = H(Py(¢;,mr)) and then on the next state
entropy H(Q|Q = ¢;\, M = my) = H(Py(gi,mx)), ie.,
choosing state vectors that convey the most information (i.e.,
highly indeterministic) [2], where H(P) = — .| p;logp;
and p(qi+1) = Pq(gi,mx) and p(yi1) = Pylqi, my) are
marginal distributions of P. Additionally, states are possibly
merged if there exists an equivalence relation between two
states based on determining when two SEs are not equivalent
if they, in their outgoing transitions, share some input symbols
and transitions that lead to discrepancies in the future output.
The procedure finishes when the machine is deterministic, i.e.,
when the entropies for all states equal to 0.

IV. PRELIMINARY EXPERIMENTAL RESULTS

We extracted an event set consisting of 90 actions. The
algorithm converges after 45 iterations, when 74 states were
obtained. Due to space constraints we do not show the
extracted automaton, but for illustration purposes we show an
automaton (Moore machine) extracted from 5 actions (cf. fig.
2) after convergence. Not all possible input symbols (in the
boxes) are shown.

Fig. 2. Extracted finite state automaton from 5 actions. Circles are states
and boxes contain input symbols
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